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TEACHING SYSTEM AND TEACHING
METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2013-
216511, filed on Oct. 17, 2013, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiment discussed herein is directed to a teaching
system and a teaching method.

BACKGROUND

Conventionally, there have been developed various types
of teaching systems that graphically display a three-dimen-
sional model image of a robot system on a display device
based on three-dimensional computer aided design (CAD)
data or the like and creates teaching data while carrying out a
simulation operation on an operation of the robot system by
operating the three-dimensional model image.

Such teaching systems enable an operator to create teach-
ing data without actually operating the robot.

“TEACHING METHOD OF COATING ROBOT AND
COATING METHOD?” disclosed in Japanese Patent Appli-
cation laid-open No. 2011-005612, for example, is a method
for creating teaching data for a coating robot that coats a car
body or the like off-line.

The conventional technology, however, has room for
improvement in terms of facilitating teaching on the coating
use.

Specifically, to coat a car body or the like, teaching for the
coating robot is carried out by setting a plurality of target
points on a coating surface and causing a coating gun attached
to the coating robot to trace a locus obtained by connecting
the target points.

In the conventional technology, however, it is necessary for
an operator or the like to set the target points one by one even
if the coating surface has a large area like a car body. This
makes the process complicated. Furthermore, the coating
surface is likely to include a curved surface and an uneven
surface. This makes it difficult for the operator to visually set
the target points appropriately on the three-dimensional
model displayed on the display device.

The disadvantages described above occur not only in coat-
ing use and are common to general processing use including
surface processing, such as blasting, polishing, and padding.

SUMMARY

A teaching system according an aspect of the embodiment
includes an image generating unit, a projecting unit, a work
line generating unit, an arithmetic unit, and a job generating
unit. The image generating unit generates a virtual image
including a robot and a workpiece having a processed surface
to be processed by the robot. The projecting unit generates a
projection plane orthogonal to a normal direction of a desired
point on the processed surface selected on the virtual image
and projects the processed surface onto the projection plane.
The work line generating unit generates a work line serving as
a group of target points for the robot based on a setting content
received via the projection plane. The arithmetic unit calcu-
lates a teaching value including a position and a posture of the
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robot at each point of the target points. The job generating unit
generates a job program for operating the robot in an actual
configuration based on the teaching value calculated by the
arithmetic unit.

BRIEF DESCRIPTION OF DRAWINGS

A more complete appreciation of the invention and many of
the attendant advantages thereof will be readily obtained as
the same becomes better understood by reference to the fol-
lowing detailed description when considered in connection
with the accompanying drawings, wherein:

FIG. 1 is a schematic of an entire configuration of a robot
system including a teaching system according to an embodi-
ment.

FIG. 2 is a block diagram of a configuration of the teaching
system according to the embodiment.

FIGS. 3A and 3B are the first and the second views, respec-
tively, for explaining a projection plane.

FIG. 4 is a schematic of an example of a virtual image
displayed on a display unit.

FIGS. 5A and 5B are the first and the second views, respec-
tively, for explaining an operation to determine a coating
surface.

FIGS. 6A to 6H are the first to the eighth views, respec-
tively, for explaining an operation to generate a work line.

FIG. 7 is a view for explaining projection planes according
to a modification.

DESCRIPTION OF EMBODIMENT

An embodiment of a teaching system and a teaching
method disclosed herein will be described below in detail
with reference to the accompanying drawings. Note that the
present invention is not limited to the embodiment illustrated
below.

The following describes a teaching system that displays a
graphic image of a three-dimensional model of a robot on a
display unit, such as a display. The graphic image of a three-
dimensional model may be hereinafter referred to as a “vir-
tual image”.

While the following describes a coating robot system
including a coating robot, for example, the present invention
is not limited thereto. The present invention is also applicable
to a processing robot system including a processing robot that
can perform surface processing, such as blasting, polishing,
and padding. The coating robot is hereinafter referred to as a
“robot”, and the coating robot system is referred to as a “robot
system”.

FIG. 1 is a schematic of an entire configuration of a robot
system 1 including a teaching system 10 according to an
embodiment.

As illustrated in FIG. 1, the robot system 1 includes the
teaching system 10, a robot controller 20, and a robot 30. The
teaching system 10 includes a teaching controller 11, a dis-
play unit 12, an operating unit 13, and a job information
database (DB) 14.

The teaching controller 11 is a controller that collectively
controls the teaching system 10 and includes an arithmetic
processing unit and a memory, for example. The teaching
controller 11 is connected to various types of devices of the
teaching system 10, such as the display unit 12, in a manner
capable of transmitting information.

The teaching controller 11 outputs a virtual image includ-
ing the robot 30 whose operation is subjected to a simulation
operation to the display unit 12 based on an operation per-
formed by an operator with the operating unit 13. The virtual
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image further includes a workpiece W having a processed
surface to be processed by the robot 30. In the present
embodiment, the processed surface is a coated surface of the
workpiece W, and the workpiece W is a car door panel.

The teaching controller 11 generates a job program for
operating the robot 30 from the virtual image based on an
operation performed by the operator with the operating unit
13 and registers the job program in the job information DB 14.

The display unit 12 is what is called a display device, such
as a display. The operating unit 13 is an input device, such as
amouse. The operating unit 13 is not necessarily provided as
a hardware component and may be a software component,
such as a touch key displayed on a touch panel display.

The job information DB 14 registers therein information
on teaching, such as the job program for operating the robot
30 and a “teaching point” included in the job program.

The “teaching point” is information indicating a target
position through which each joint of the robot 30 is caused to
pass to reproductively operate the robot 30. The “teaching
point” is stored as a pulse value of each encoder provided to
a servomotor that drives each shaft of the robot 30, for
example. Because the robot 30 is operated based on informa-
tion on a plurality of teaching points, the job information DB
14 stores therein a plurality of teaching points in association
with each motion (job) of the robot 30.

In other words, the job program of the robot 30 includes
combined information of a plurality of teaching points, an
instruction for an interpolation operation between the teach-
ing points, and an operation instruction for an end effector, for
example. The job information DB 14 stores therein informa-
tion on teaching points for each job program of the robot 30.
To reproductively operate the robot 30, for example, the robot
30 is operated based on the job program.

The job information DB 14 is connected to the robot con-
troller 20 serving as a controller that controls an operation of
the actual robot 30 in a manner capable of transmitting infor-
mation. The robot controller 20 controls various types of
operations of the robot 30 based on the job program registered
in the job information DB 14.

The job information DB 14 (teaching system 10) is con-
nected to the robot controller 20 in FIG. 1. However, the job
information DB 14 (teaching system 10) is not necessarily
connected to the robot controller 20 as long as the job pro-
gram generated by the teaching system 10 can be stored in a
predetermined storage unit (not illustrated) in the robot con-
troller 20.

By copying the job program generated by the teaching
system 10 to a medium, such as a universal serial bus (USB)
memory, and connecting the medium to the robot controller
20, for example, the job program may be stored in the prede-
termined storage unit (not illustrated) in the robot controller
20 with a predetermined operation.

While the job information DB 14 is separated from the
teaching controller 11 in FIG. 1 to facilitate the explanation,
the job information DB 14 may be stored in a storage unit in
the teaching controller 11.

Therobot 30 includes a base 31, a first arm 32, a second arm
33, aflange 34, and an end effector 35. The base 31 is fixed to
a floor surface or the like and supports the base end of the first
arm 32 rotatably about an axis S (refer to the arrow about the
axis S in FIG. 1). In addition, the base 31 supports the base
end of the first arm 32 rotatably about an axis L (refer to the
arrow about the axis L in FIG. 1).

The base end of the first arm 32 is supported by the base 31
as described above, and the tip of the first arm 32 supports the
base end of the second arm 33 rotatably about an axis U (refer
to the arrow about the axis U in FIG. 1).
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The base end of the second arm 33 is supported by the first
arm 32 as described above, and the tip of the second arm 33
supports the base end of the flange 34 rotatably about an axis
B (refer to the arrow about the axis B in FIG. 1). Furthermore,
the second arm 33 is provided rotatably about an axis R (refer
to the arrow about the axis R in FIG. 1).

The base end of the flange 34 is supported by the second
arm 33 as described above, and the tip of the flange 34 sup-
ports the base end of the end effector 35 rotatably about an
axis T (refer to the arrow about the axis T in FIG. 1).

The end effector 35 according to the present embodiment is
a coating gun, and the base end thereof is supported by the
flange 34 as described above.

Joints of the robot 30 are each provided with a driving
source, such as a servomotor. The driving sources drive the
respective joints of the robot 30 based on an operation instruc-
tion transmitted from the robot controller 20.

A block configuration of the teaching system 10 according
to the embodiment will be described with reference to FIG. 2.
FIG. 2 is a block diagram of the configuration of the teaching
system 10 according to the embodiment. FIG. 2 illustrates
only the components required for the explanation of the
teaching system 10 and does not illustrate typical compo-
nents.

The following mainly describes the internal configuration
of the teaching controller 11 with reference to FIG. 2. The
following may simply explain the display unit 12, the oper-
ating unit 13, and the job information DB 14, which are
already explained with reference to FIG. 1.

As illustrated in FIG. 2, the teaching controller 11 includes
acontrol unit 111 and a storage unit 112. The control unit 111
includes an image generating unit 111a, a display control unit
1115, an operation receiving unit 111¢, a projecting unit
111d, a work line generating unit 111e, a teaching value
arithmetic unit 111f; and a job generating unit 111g. The
teaching value arithmetic unit 111f'is an example of an arith-
metic unit. The storage unit 112 stores therein model infor-
mation 112a and teaching point information 1125.

The image generating unit 111a generates a virtual image
including the robot 30 and the workpiece W based on the
model information 112a. Means for generating a virtual
image in the claims corresponds to the image generating unit
111a. The model information 112¢ includes drawing infor-
mation defined in advance for each type of the robot 30 and
the workpiece W.

The image generating unit 111a outputs the generated vir-
tual image to the display control unit 1115. The display con-
trol unit 1115 displays the virtual image received from the
image generating unit 111« on the display unit 12.

The operation receiving unit 111¢ receives an input opera-
tion input by the operator with the operating unit 13. If the
input operation relates to generation of a work line, which is
a group of target points for the robot 30, the operation receiv-
ing unit 111¢ notifies the projecting unit 1114 and the work
line generating unit 111e of the received input operation.

Examples of the input operation relating to generation of a
work line include an operation to determine a coating surface
of the workpiece W on the virtual image and select a desired
point on the coating surface and an operation to input various
types of setting contents for generation of the work line. The
specific contents of these operations will be described later
with reference to FIG. 5A and figures subsequent thereto.

Ifthe input operation is an operation to instruct generation
of a job, the operation receiving unit 111¢ notifies the job
generating unit 111g of the received input operation. The
input operation to instruct generation of a job is an operation
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of clicking an operating component, such as a “job genera-
tion” button, displayed on the display unit 12, for example.

If the projecting unit 1114 receives, from the operation
receiving unit 111¢, the notification that an operation to deter-
mine a coating surface of the workpiece W on the virtual
image and select a desired point on the coating surface is
received, the projecting unit 1114 generates a projection
plane orthogonal to the normal direction of the point and
projects the coating surface onto the projection plane. Means
for projecting a processed surface in the claims corresponds
to the projecting unit 1114.

The projecting unit 1114 outputs the projection plane to the
image generating unit 111a. The image generating unit 111a
regenerates a virtual image including the projection plane and
displays the virtual image on the display unit 12 via the
display control unit 1115.

The projection plane will be described. FIGS. 3A and 3B
are the first and the second views, respectively, for explaining
aprojection plane PP. In this example, a part of the workpiece
W having the shape illustrated in FIGS. 3A and 3B is deter-
mined to be a coating surface P on the virtual image.

As illustrated in FIGS. 3A and 3B, the projection plane PP
is generated as a virtual plane orthogonal to the normal direc-
tion of a point P1, which is a desired point on the coating
surface P selected (hereinafter, which may be referred to as
“picked”) on the virtual image. The projection plane PP is
generated in a substantially rectangular shape covering at
least the entire coating surface P when the coating surface P is
viewed in the normal direction of the point P1.

In other words, when the desired point P1 on the coating
surface P is picked by the operator on the virtual image, the
projecting unit 1114 generates the projection plane PP using
the normal direction of the point P1 as a viewpoint direction.
The projecting unit 1114 then two-dimensionally projects the
coating surface P onto the projection plane PP.

As described above, the present embodiment two-dimen-
sionally projects the coating surface P onto the projection
plane PP generated at a point of view in the normal direction
of'the optionally picked point P1. This can simplify the shape
of'the coating surface P and facilitate the operator’s grasping
the shape at a desired point of view.

The operator performs an operation to input various types
of setting contents used to generate a work line, which is a
group of target points for the robot 30, while viewing the
coating surface P projected onto the projection plane PP, that
is, via the projection plane PP. This enables the operator to
visually set the target points appropriately.

Referring back to FIG. 2, the work line generating unit
111e will be described. The work line generating unit 111e
generates a work line based on the setting contents received
from the operator via the projection plane PP. Means for
generating a work line in the claims corresponds to the work
line generating unit 111e.

Specifically, if the work line generating unit 111e receives,
from the operation receiving unit 111¢, the notification that an
operation to input various types of setting contents used to
generate a work line is received, the work line generating unit
111e extracts each point of the target points for the robot 30
based on the setting contents, thereby generating a work line
serving as a group of target points.

The work line generating unit 111e outputs the generated
work line to the image generating unit 111a. The image
generating unit 111a regenerates a virtual image including
the work line and displays the virtual image on the display
unit 12 via the display control unit 1115.

The teaching value arithmetic unit 111f'calculates a teach-
ing value including the position and the posture of the robot
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30 at each point of the target points based on the work line
generated by the work line generating unit 111e. Means for
calculating a teaching value in the claims corresponds to the
teaching value arithmetic unit 111f

The teaching value arithmetic unit 111f registers the cal-
culated teaching value corresponding to each point of the
target points in the teaching point information 1124.

The teaching value arithmetic unit 111f calculates the
teaching value for each joint shaft included in the robot 30 by
inverse kinematics calculation, for example. The inverse
kinematics calculation is performed on each point in a man-
ner suitable for coating with the coordinate value of each
point of the target points in a three-dimensional coordinate
system serving as the position of the end effector 35 arranged
at the tip of the robot 30 and with a direction orthogonal to the
vector direction of the work line on each point serving as the
posture of the end effector 35.

The following describes the series of processing performed
from the operation receiving unit 111¢ to the teaching value
arithmetic unit 111fin greater detail with reference to FIG. 4
to FIG. 6H.

The explanation starts with an example of the virtual image
generated by the image generating unit 111a and displayed on
the display unit 12 via the display control unit 1115 with
reference to FIG. 4.

FIG. 4 is a schematic of an example of the virtual image
displayed on the display unit 12. While a robot and a work-
piece illustrated in FIG. 4 and figures subsequent thereto are
images on the virtual image displayed on the display unit 12,
reference numerals “30” and “W” are assigned to the robot
and the workpiece, respectively, similarly to the description
above. As illustrated in FIG. 4, the virtual image including the
robot 30 and the workpiece W is displayed on a display
window 120, which is one of display areas on the display unit
12.

Specifically, the virtual image is displayed in a virtual
image area 121 on the display window 120. The display
window 120 also has a graphical user interface (GUI) widget
including a button 122 and a dialog box 123.

A rectangular coordinate system is displayed at the lower
left part of the virtual image area 121 and serves as a reference
coordinate system in the virtual image. The rectangular coor-
dinate system corresponds to the three-dimensional coordi-
nate system described above and serves as a reference in the
horizontal direction and vertical direction. Specifically, a
direction parallel to the X-Y plane specified by the X-axis and
the Y-axis of the reference coordinate system corresponds to
the horizontal direction, whereas a direction parallel to the
Z-axis of the reference coordinate system corresponds to the
vertical direction.

The operator operates the GUI widget and operable com-
ponents on the virtual image (e.g., the coating surface P of the
workpiece W), thereby performing an instruction operation
on the teaching system 10.

Based on the instruction operation performed by the opera-
tor, the teaching system 10 can drive each joint of the robot 30
in the virtual image on the display unit 12. In addition, the
teaching system 10 can change the point of view by deter-
mining the direction to view the virtual image in display and
zoom in and out the display.

The teaching system 10 can also derive the position of each
joint of the robot 30 when the tip of the end effector 35
(coating gun in the present embodiment) reaches a specific
point in the virtual image by inverse kinematics calculation.
Thus, the teaching system 10 can generate and display the
virtual image of the robot 30 whose tip of the end effector 35
reaches the specific point.
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Furthermore, the teaching system 10 can read the teaching
points and the job program registered in the job information
DB 14 based on the instruction operation performed by the
operator. Thus, the teaching system 10 can display the virtual
image of'the robot 30 whose tip of the end effector 35 reaches
a specific teaching point and reproduce a series of operation
of the robot 30 performed by the job program on the display
unit 12.

Because these functions of an off-line teaching system for
a robot are publicly known, a detailed explanation thereof is
omitted other than a part according to the present embodi-
ment.

The “job generation” button may be provided to the button
123a in the dialog box 123, for example.

The following describes an operation to determine the
coating surface P of the workpiece W on the virtual image
performed by the operator with reference to FIGS. 5A and 5B.
FIGS. 5A and 5B are the first and the second views, respec-
tively, for explaining the operation to determine the coating
surface P.

To determine the coating surface P, the dialog box 123
displays a group of operating components used to determine
the coating surface P as illustrated in FIG. 5A. If the operator
turns ON a “surface pick” check box, which is one of the
operating components, it is possible to select each surface to
be coated on the workpiece W.

At this time, a plurality of surfaces can be selected. In the
case of the operating unit 13 including a keyboard, for
example, the operator consecutively clicks surfaces P'1 and
P'2 with a cursor C (refer to the arrow 501 in FIG. 5A) while
pressing a predetermined key as illustrated in FIG. 5A. Thus,
both surfaces P'1 and P'2 are selected.

After the surfaces to be coated are selected, the operator
presses a “connection” button, which is one of the operating
components. Thus, the surfaces are connected and considered
as one coating surface.

An unnecessary portion in the connected surface can be
removed. If the operator turns ON a “rectangular” check box
in trimming, which is one of the operating components, as
illustrated in FIG. 5B, for example, it is possible to display a
rectangular trimming tool T1.

Subsequently, the operator specifies an opposite angle of
the rectangle on the virtual image using the operating unit 13
to surround an unnecessary portion in the trimming tool T1,
for example, thereby removing the portion (e.g., unnecessary
portions E1 and E2 in FIG. 5B). When the operator turns ON
an “optional” check box, it is possible to remove an area
optionally surrounded with the cursor C, which is not illus-
trated.

After the unnecessary portion is removed, the operator
presses an “OK” button, thereby determining the coating
surface P to be coated. Determining the coating surface P with
such a simple operation makes it possible to facilitate the
operator’s teaching on the surface processing.

The following describes an operation to pick the desired
point P1 on the coating surface P and an operation to input
various types of setting values used to generate a work line
with reference to FIGS. 6A to 6H. FIGS. 6 A to 6H are the first
to the eighth views, respectively, for explaining an operation
to generate a work line.

After the coating surface P is determined, the dialog box
123 displays a group of operating components used to gen-
erate awork line as illustrated in FIG. 6 A. Ifthe operator turns
ON a “projection direction specification” check box, which is
one of the operating components, it is possible to pick the
desired point P1 on the coating surface P.
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After the point P1 is picked, the projecting unit 1114 gen-
erates the projection plane PP orthogonal to the normal direc-
tion of the point P1 and projects the coating surface P onto the
projection plane PP as described above. To facilitate the
operator’s viewing the projection plane PP, it is preferable to
display the projection plane PP while automatically change
the point of view for the virtual image such that the normal
direction of the point P1 is substantially orthogonal to the
planar direction of the display, for example.

After selecting radio buttons indicating “direction” and
“cutting start position” and inputting a specified value for
specifying “coating pitch” or the like on the dialog box 123,
the operator presses a “projection plane display” button.
Thus, the work line WC based on these setting contents is
displayed on the coating surface P projected onto the projec-
tion plane PP.

In the dialog box 123, the operator can set the direction of
coating to the vertical or the horizontal direction using the
radio buttons in the “direction”. In addition, the operator can
determine a position on the coating surface P to start the
coating using the radio buttons in the “cutting start position”.

In “coating setting”, the operator can select whether to coat
the coating surface P by specitying the coating pitch with a
numerical value or the number of times of reciprocation of the
coating gun. Furthermore, the operator can input the value of
the coating pitch or the number of times of reciprocation (the
number of divisions).

In “option setting”, the operator can determine how much
to offset a coating start position from the end of the coating
surface P and how much to offset a coating end position from
the end of the coating surface P.

FIG. 6A illustrates an example of display in which the
“direction” is set to “vertical”, the “cutting start position” is
set to “upper left”, and the “coating pitch” is set to “60.0” mm.

This configuration can display the work line WC to be
actually generated to the operator in a readily graspable man-
ner, thereby facilitating teaching on the surface processing.

As illustrated in FIG. 6B, the projecting unit 111d can
rotate the projection plane PP about the normal direction of
the point P1 based on setting contents in an operating com-
ponent “rotation angle specification” in the dialog box 123,
for example (refer to the arrow 601 in FIG. 6B).

As illustrated in FIG. 6B, it is preferable to rotate a part
other than the projection plane PP, such as the coating surface
P, the robot 30, and the workpiece W, relatively with respect
to the projection plane PP. This configuration can display the
work line WC to the operator in the same direction without
changing the direction of the work line WC, thereby facili-
tating the operator’s grasping the work line WC. In other
words, this can facilitate teaching on the surface processing.

In the rotation, the direction and the size of the projection
plane PP is sequentially recalculated, and thus the projection
plane PP is redisplayed on the display unit 12 by the image
generating unit 111« and the display control unit 1114.

In the generation of the work line WC, the work line gen-
erating unit 111e can select whether to generate the work line
WC on the projection plane PP or the actual coating surface P
based on the setting contents in the operating components in
the dialog box 123, for example.

As illustrated in FIG. 6C, for example, an assumption is
made that the operator turns OFF a “generate teaching point
on projection plane” check box in the dialog box 123 (refer to
the portion surrounded by the closed curve 602 in FIG. 6C).

In this case, the work line generating unit 111e generates
the work line WC such that the group of target points is
arranged on the actual coating surface P of the workpiece W
as illustrated in FIG. 6D.
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FIG. 6E illustrates an example of a drawing image on the
virtual image when the group of target points is arranged on
the actual coating surface P. The position of the arrows on the
work line WC indicates the position of the respective target
points, and the direction thereof indicates the direction of the
coating gun corresponding to the end effector 35. The number
assigned to the arrows indicates the order of movement of the
coating gun.

By contrast, an assumption is made that the operator turns
ON the “generate teaching point on projection plane” check
box in the dialog box 123 as illustrated in FIG. 6F (refer to the
portion surrounded by the closed curve 603 in FIG. 6F).
Furthermore, the operator sets a specified value “d” mm (refer
to the portion surrounded by the closed curve 604 in FIG. 6F).

In this case, the work line generating unit 111e generates
the work line WC such that the group of target points is
arranged not on the actual coating surface P of the workpiece
W but on the projection plane PP as illustrated in FIG. 6G. At
this time, the projection plane PP is generated at a position
away from the point P1 in the normal direction by the distance
“d”.

FIG. 6H illustrates an example of a drawing image on the
virtual image when the group of target points is arranged on
the projection plane PP.

As described above, the present embodiment can select
whether to generate the work line WC on the projection plane
PP or the actual coating surface P. This can facilitate appro-
priate teaching depending on the shape of the actual coating
surface P and the like.

If the shape of the actual coating surface P has relatively
small variations and is suitable for substantially uniform coat-
ing, for example, the operator may select the pattern to gen-
erate the work line WC on the projection plane PP. By con-
trast, if the shape of the actual coating surface P has large
variations and is not suitable for substantially uniform coat-
ing, the operator may select the pattern to generate the work
line WC on the actual coating surface P.

In other words, this can facilitate the operator’s teaching
depending on the coating quality derived based on the shape
of the coating surface P or the like with a simple operation.

Referring back to FIG. 2, the job generating unit 111g of
the teaching controller 11 will be described. When receiving
an input operation to instruct generation of a job from the
operation receiving unit 111¢, the job generating unit 111g
generates a job program for operating the actual robot 30
based on the teaching point information 1125 and registers
the job program in the job information DB 14. Means for
generating a job program in the claims corresponds to the job
generating unit 111g.

The storage unit 112 is a storage device, such as a hard disk
drive and a non-volatile memory, and stores therein the model
information 112a and the teaching point information 1125.
Because the contents of the model information 1124 and the
teaching point information 1125 are already explained, the
description thereof is omitted.

In the explanation with reference to FIG. 2, the teaching
controller 11 generates the virtual image including the robot
30 based on the model information 112a registered in
advance, for example. Alternatively, the teaching controller
11 may sequentially acquire information required to generate
an image from a host device connected thereto in a manner
communicable with each other.

As described above, a teaching system according to the
embodiment includes an image generating unit, a projecting
unit, a work line generating unit, an arithmetic unit, and a job
generating unit.
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The image generating unit generates a virtual image
including a robot and a workpiece having a processed surface
to be processed by the robot. The projecting unit generates a
projection plane orthogonal to a normal direction of a desired
point on the processed surface selected on the virtual image
and projects the processed surface onto the projection plane.

The work line generating unit generates a work line serving
as a group of target points for the robot based on setting
contents received via the projection plane. The arithmetic unit
calculates a teaching value including a position and a posture
of'the robot at each point of the target points. The job gener-
ating unit generates a job program for operating the robot in
anactual configuration based on the teaching value calculated
by the arithmetic unit.

Thus, the teaching system according to the embodiment
can facilitate teaching on surface processing.

Inthe embodiment above, the projecting unit generates one
projection plane orthogonal to the normal direction of a
desired point on the coating surface, for example. Alterna-
tively, if a plurality of desired points are selected, the project-
ing unit may generate a plurality of projection planes for the
respective desired points.

The modification described above is clearly illustrated in
FIG. 7. FIG. 7 is a view for explaining projection planes PP1
to PP3 according to the modification. As illustrated in FI1G. 7,
a plurality of desired points P1 to P3 may be selected on the
coating surface of the workpiece W, and the projection planes
PP1 to PP3 may be generated for the points P1 to P3, respec-
tively.

This enables the operator to readily grasp the shape of the
coating surface of the workpiece W multidirectionally and
simultaneously, thereby facilitating teaching on the surface
processing. Furthermore, this enables the operator to carry
out teaching on the multidirectional coating surface in paral-
lel, thereby reducing the number of processes required for the
teaching.

While the robot is a six-axis single-arm robot in the
embodiment above, the number of axes and arms is not lim-
ited thereto.

While the operator mainly uses a mouse as the operating
unit and performs an input operation and other operations
with the mouse in the embodiment above, the embodiment is
not limited thereto. The display unit may be a touch panel
supporting what is called multi-touch, and the input operation
may include a multi-touch operation performed on the touch
panel, for example.

Additional advantages and modifications will readily
occur to those skilled in the art. Therefore, the invention in its
broader aspects is not limited to the specific details and rep-
resentative embodiments shown and described herein.
Accordingly, various modifications may be made without
departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lents.

What is claimed is:

1. A teaching system comprising:

an image generator configured to generate a virtual image
including a robot and a workpiece having a processed
surface to be processed by the robot;

a projector configured to generate a projection plane sub-
stantially orthogonal to a normal direction of a desired
point on the processed surface selected on the virtual
image and configured to project the processed surface
onto the projection plane, the image generator being
configured to display the projection plane on a display
such that the normal direction is substantially orthogo-
nal to a planar direction of the display and configured to
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generate the virtual image on which the projection plane
is overlapped with the robot and workpiece to be visible;

areceiver configured to receive an input by a user using the
projection plane;

a work line generator configured to generate a work line
serving as a group of target points for the robot based on
the input;

acalculator configured to calculate a teaching value includ-
ing a position and a posture of the robot at each point of
the target points; and

a job generator configured to generate a job program to
operate the robot based on the teaching value.

2. The teaching system according to claim 1, wherein the
image generator generates the virtual image including at least
one of the projection plane and the work line.

3. The teaching system according to claim 1, wherein the
work line generator selects whether to generate the work line
on the projection plane or the processed surface based on the
input.

4. The teaching system according to claim 2, wherein the
work line generator selects whether to generate the work line
on the projection plane or the processed surface based on the
input.

5. The teaching system according to claim 1, wherein the
projector generates a substantial rectangle as the projection
plane that covers at least the whole of the processed surface
when the processed surface is viewed in the normal direction.

6. The teaching system according to claim 2, wherein the
projector generates a substantial rectangle as the projection
plane that covers at least the whole of the processed surface
when the processed surface is viewed in the normal direction.

7. The teaching system according to claim 3, wherein the
projector generates a substantial rectangle as the projection
plane that covers at least the whole of the processed surface
when the processed surface is viewed in the normal direction.

8. The teaching system according to claim 4, wherein the
projector generates a substantial rectangle as the projection
plane that covers at least the whole of the processed surface
when the processed surface is viewed in the normal direction.

9. The teaching system according to claim 1, wherein the
projector specifies a distance from the processed surface to
the projection plane based on the input.

10. The teaching system according to claim 1, wherein the
projector rotates the projection plane about the normal direc-
tion serving as a rotational axis based on the input.
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11. The teaching system according to claim 1, wherein the
projector generates, when a plurality of desired points are
selected, a plurality of projection planes for the respective
desired points.

12. The teaching system according to claim 1, wherein the
robot s used for coating and the processed surface is a coating
surface.

13. A teaching method comprising:

generating a virtual image including a robot and a work-
piece having a processed surface to be processed by the
robot;

generating a projection plane substantially orthogonal to a
normal direction of a desired point on the processed
surface selected on the virtual image;

projecting the processed surface onto the projection plane;

displaying the projection plane on a display such that the
normal direction is substantially orthogonal to a planar
direction of the display;

generating the virtual image on which the projection plane
is overlapped with the robot and workpiece to be visible;

receiving an input by a user using the projection plane;

generating a work line serving as a group of target points
for the robot based on the input;

calculating a teaching value including a position and a
posture of the robot at each point of the target points; and

generating a job program for to operate the robot based on
the calculated teaching value.

14. A teaching system comprising:

an image generator configured to generate a virtual image
including a robot and a workpiece having a processed
surface to be processed by the robot;

a projector configured to generate a projection plane sub-
stantially orthogonal to a normal direction of a desired
point on the processed surface selected on the virtual
image and configured to project the processed surface
from which a portion specified by a user has been
removed onto the projection plane;

a receiver configured to receive an input by the user using
the projection plane;

a work line generator configured to generate a work line
serving as a group of'target points for the robot based on
the input;

a calculator configured to calculate a teaching value includ-
ing a position and a posture of the robot at each point of
the target points; and

a job generator configured to generate a job program to
operate the robot based on the teaching value.

#* #* #* #* #*



